A Flux-Gradient System for Simultaneous Measurement of the CH₄, CO₂, and H₂O Fluxes at a Lake–Air Interface
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ABSTRACT: Inland lakes play important roles in water and greenhouse gas cycling in the environment. This study aims to test the performance of a flux-gradient system for simultaneous measurement of the fluxes of water vapor, CO₂, and CH₄ at a lake–air interface. The concentration gradients over the water surface were measured with an analyzer based on the wavelength-scanned cavity ring-down spectroscopy technology, and the eddy diffusivity was measured with a sonic anemometer. Results of a zero-gradient test indicate a flux measurement precision of 4.8 W m⁻² for water vapor, 0.010 mg m⁻² s⁻¹ for CO₂, and 0.029 μg m⁻² s⁻¹ for CH₄. During the 620 day measurement period, 97%, 69%, and 67% of H₂O, CO₂, and CH₄ hourly fluxes were higher in magnitude than the measurement precision, which confirms that the flux-gradient system had adequate precision for the measurement of the lake–air exchanges. This study illustrates four strengths of the flux-gradient method: (1) the ability to simultaneously measure the flux of H₂O, CO₂, and CH₄; (2) negligibly small density corrections; (3) the ability to resolve small CH₄ gradient and flux; and (4) continuous and noninvasive operation. The annual mean CH₄ flux (1.8 g CH₄ m⁻² year⁻¹) at this hypereutrophic lake was close to the median value for inland lakes in the world (1.6 g CH₄ m⁻² year⁻¹). The system has adequate precision for CH₄ flux for broad applications but requires further improvement to resolve small CO₂ flux in many lakes.

1. INTRODUCTION

Inland waters such as lakes and reservoirs are important components of the global greenhouse gas cycles.¹⁻⁵ The fluxes of these gases when expressed on the unit surface area basis are however very small. Measuring these fluxes is challenging because of small signal-to-noise ratios. Several measurement techniques are available, and each has its advantages and disadvantages.⁶⁻⁸ The most common methods are floating chamber and water equilibrium methods. Floating chambers are relatively simple to operate, and the measurement uncertainties are not noticeable if designed properly.⁹⁻¹³ However, it can only represent small areas since the footprint is small.¹¹ Additionally, they are difficult to deploy in high wind conditions, and high frequency measurements are labor-intensive.¹ The water equilibrium method determines the flux by measuring the concentration difference between the surface water and the air layer above.¹²⁻¹⁴ It can be used in remote locations and at multiple sites. A major limitation is the uncertainty introduced by the diffusivity coefficient, especially in low wind (<5 m s⁻¹) and high wind (>10 m s⁻¹) conditions.¹⁵ Furthermore, the water equilibrium method cannot capture CH₄ ebullition, which can be a large component of the CH₄ flux in lakes.⁵,¹⁶

Micrometeorological methods measure the water–air flux continuously and noninvasively using instruments placed in the atmospheric surface layer over the water surface. Eddy covariance (EC) has been increasingly used to measure the CO₂ flux at lake–air interfaces.⁷,¹⁷⁻¹⁹ Several researchers have also deployed the EC method to measure the CH₄ flux.¹⁸,²⁰,²¹ However, if not treated carefully, measurement artifacts, such as error propagation through the density corrections,⁷,²²,²³ motion of the measuring platform,⁷,²⁴⁻²⁶ and artificial density fluctuations from sensor self-heating of open-path sensors,²⁷ can overwhelm the small flux signal.

The flux-gradient (FG) technique, another micrometeorological method, determines the flux as the vertical concentration gradient multiplied by an eddy diffusivity.²⁸ The FG method is also noninvasive and can be used continuously. For example, it was used to measure the CO₂ and H₂O fluxes at Lake Gårdsjön, Sweden more or less continuously for 14 days²⁹ and CO₂ and CH₄ fluxes between a boreal beaver pond and the atmosphere.
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continuously for 4 months. An advantage of the FG method (and also the EC method) with a closed-path analyzer over open-path EC is that its density corrections are much smaller. However, gaseous concentration gradients are very small in the atmospheric surface layer over lakes, and the difficulty for conventional instruments to resolve the gradient signals has limited the deployment of the FG method to short field campaigns. For example, the vertical variations in the CO₂ concentration over a lake are on the order of 1 ppm or less, which is near the measurement precision of some broadband infrared analyzers. To obtain defensible gradient data, Zappa et al. compensated the short-term signal drifts of their broadband infrared analyzer by drawing air into one analyzer from multiple heights using a moving inlet and by having a second analyzer measuring the background concentration at a fixed height.

The FG method involves parametrization of the eddy diffusivity $K$ in the atmospheric surface layer. The $K$ parametrization has been successfully deployed for flux observations in terrestrial ecosystems, but to the best of the authors’ knowledge, extensive testing of this method for lake systems has not yet been reported in the published literature. In the terrestrial environment, $K$ is well-behaved in unstable conditions, usually in the daytime, with fully developed turbulence, but at these times, the vertical concentration gradient is small and difficult to measure. At night, the gradient may be larger, but $K$ may be uncertain especially if the atmosphere becomes very stable. The situation can be different over a lake where unstable air can actually occur at night if water is warmer than the overlaying air.

In this study, a wavelength-scanned cavity ring-down spectroscopy (WS-CRDS) trace gas analyzer was deployed in the FG mode to measure the H₂O, CO₂, and CH₄ fluxes at a lake–atmosphere interface. In recent years, WS-CRDS analyzers have been used increasingly in measurements of atmospheric CO₂ and CH₄ concentrations. However, these analyzers have not yet been used in the gradient mode for surface flux measurements. WS-CRDS analyzers can measure the gaseous concentration without the need to dry the air. They have ability to measure the water vapor mixing ratio (and its flux) simultaneously with the trace gases, which is a feature useful for checking the eddy diffusivity calculations with the modified Bowen-ratio (MBR) approach and for surface evaporation and energy balance studies. During the experimental period in this study, the analyzer was stable and could resolve the small vertical concentration differences over a water surface. The present study appears to be the first attempt at measuring the H₂O, CO₂, and CH₄ fluxes simultaneously using one instrument and in a long-term operation. The measurement took place at Lake Taihu, China from May 11, 2012 to January 18, 2014. The goal of this paper is to present a performance evaluation of this measurement system.

Figure 1. Map showing the experimental site at Lake Taihu. Locations of the FG and EC instruments are indicated by the star symbols. The white lines mark a boardwalk (width 1 m) at 2 m above the water surface.

Figure 2. Schematic design diagram of the gradient measurement system.
2. MATERIALS AND METHODS

2.1. Study Site. The experimental site (31°24′ N, 120°13′ E) was located in the northern part of Lake Taihu (area, 2400 km²; mean depth, 1.9 m; Figure 1) as part of the Taihu Eddy Flux Network. The annual air temperature is 16.2 °C, and annual precipitation is 1122 mm under humid-subtropical climate according to the Köppen climate classification. The most ideal fetch conditions occurred when wind direction fell in the range of 180–270°. In this wind direction range, the measurement was not interfered by land and by the measurement platforms. Lake water at this site was super-eutrophic with abundant phytoplankton growth.

2.2. Flux-Gradient Method. A WS-CRDS analyzer (Model G1301, Picarro Inc., CA, USA) was employed to measure the mixing ratio of CO₂, CH₄, and H₂O at 0.5 Hz. The 5 min precision supplied by the manufacturer for the analyzer is 50 ppb for CO₂, 0.7 ppb for CH₄, and 50 ppm for H₂O. Air was drawn from two air intakes at the heights of 1.1 and 3.5 m above the water surface through unheated Teflon tubing (length, 22 m; tube inner diameter, 0.32 cm) into the analyzer (Figure 2). The intakes were protected by inline air filters (model SS-4FW-7, Swagelok Company, Solon, OH, USA). To improve the gradient measurement, we reduced turbulent fluctuations with buffer volumes (4 L) and minimized the transient time between valve switching using short tubes (length of 0.5 m between the analyzer and the three-way valve). To avoid the problem of footprint mismatch, we only analyzed the data collected during times when the wind came from the open water (wind direction 180–270°).

The experiment started in May, 2012. In this study, we analyzed the data collected before January 18, 2014. The fluxes were calculated according to the flux-gradient theory as

\[
F = -\varphi K \frac{r_2 - r_1}{z_2 - z_1}
\]

where \(F\) is the flux of CO₂ (mg m⁻² s⁻¹), CH₄ (µg m⁻² s⁻¹), or H₂O (g m⁻² s⁻¹); \(r_l\) and \(r_r\) are the corresponding half-hourly mean dry air mixing ratios (ppm for CO₂, ppb for CH₄, and %v for H₂O) at heights \(z_1\) and \(z_2\) (m); \(\rho_a\) is air density (kg m⁻³); \(c\) is a unit conversion constant (44/29 for CO₂, 16/29 for CH₄, and 18/29 for H₂O); and \(K\) is eddy diffusivity (m² s⁻¹). The eddy diffusivity was calculated with the aerodynamic method:

\[
K = k u'_s \times z_g/\varphi_h
\]

where \(k\) is the von Kármán constant; \(u'_s\) is friction velocity (m s⁻¹); \(z_g\) is the geometric mean of the two measurement heights (m), that is, \(z_g = (z_1z_2)^{1/2}\); and \(\varphi_h\) is the Obukhov stability function:

\[
\varphi_h = 1 + 5\zeta \quad \text{for } \zeta > 0 \quad \text{(stable conditions)}
\]

\[
\varphi_h = (1 - 16\zeta)^{-1/2} \quad \text{for } \zeta \leq 0 \quad \text{(neutral and unstable conditions)}
\]

where \(\zeta = z_g/L\) and \(L\) is the Obukhov length (m). Here, \(L\) is given by \(L = -u'_s^3/[g(\theta'_s)w'\theta']\), where \(g\) is gravity acceleration (9.8 m s⁻²); \(\theta'_s\) is virtual potential temperature (K); and \(w'\theta'\) is kinematic sensible heat flux (m K s⁻¹), with \(u'_s\) and \(w'\theta'\) determined with an EC system described below.

As pointed out in the Introduction, the simultaneous and accurate measurement of the H₂O mixing ratio allowed us to check the eddy diffusivity calculations by comparing the above aerodynamic method with the MBR approach, both of which assume that the eddy diffusivities for all scalars are the same. In this method, the water vapor was treated as the tracer, and \(K\) was calculated using eq 1 from the measured water vapor flux and its concentration difference. The CO₂ and CH₄ fluxes were then determined using eq 1.

2.3. Eddy-Covariance Method. An EC system was secured onto a small concrete pillar at a height of 3.5 m above the water and a distance of 100 m from the FG intakes (Figure 1). Three dimensional wind speeds and air temperature fluctuations were measured with a three-dimensional sonic anemometer/thermometer (model CSAT3, Campbell Scientific Inc., Logan, UT, USA), and atmospheric H₂O and CO₂ concentrations were measured with an open-path infrared gas analyzer (IRGA, model LI7500, Li-Cor Inc., Lincoln, NE, USA). The measurement frequency was 10 Hz. The fluxes of H₂O, CO₂, sensible heat, and momentum were computed at 30 min intervals from the 10 Hz measurement. The fluxes of sensible heat and momentum were used to calculate the eddy diffusivity (eq 2), and the fluxes of H₂O and CO₂ were used to evaluate the performance of the FG system.
The eddy fluxes were computed using 30 min block averaging. The flux of CO$_2$ was determined from $F_i = w'c'$, where $w'$ and $c'$ are fluctuations in the vertical velocity and in the CO$_2$ density, respectively, and the overbar denotes block averaging. Rotation into the natural wind coordinate was performed. The heat and water vapor diffusion in air cause additional density fluctuations of H$_2$O, CO$_2$, and CH$_4$. The effect of fluctuations of heat and water vapor on the flux measurements were corrected using the classic density correction theory of Webb, Pearman, and Leuning (WPL). The density correction to the EC CO$_2$ flux can be in error because open-path analyzers do not provide precise enough measurement of the mean CO$_2$ concentration. In the present study, the WPL-corrected infrared gas analyzer (IRGA) CO$_2$ concentration was on average 6.6% lower compared to the WS-CRDS measurement. This IRGA CO$_2$ concentration was calibrated against the WS-CRDS CO$_2$ concentration before the WPL correction.

### 2.4. Ancillary Measurements

During the early part of the experiment, we conducted a parallel field campaign measuring the isotopic composition of the lake evaporation. A water vapor analyzer (model 911–0004, Los Gatos Research, Mountain View, CA, USA) based on the off-axis integrated cavity output spectroscopy was used to measure the water vapor mixing ratio also at the 1.1 and 3.5 m heights above water surface. The analyzer was calibrated every 3 h against a vapor standard at five concentrations that bracketed the ambient humidity. The water vapor concentration (the sum of H$_2$O, HDO, and H$_2$^{18}O) measured with this analyzer was used as an independent check on the quality of the FG measurement.

Other micrometeorological measurements included temperature and relative humidity (model HMP45C, Vaisala Inc., Helsinki, Finland), wind speed and direction (model 03002, R M Young Company, Traverse City, MI, USA), water temperature (model 109-L, Campbell Scientific Inc., Logan, UT, USA), and the four components of the surface radiation balance (model CNR4, Kipp & Zonen B. V., Delft, The Netherlands).

### 3. RESULTS AND DISCUSSION


A zero-gradient test was performed to quantify bias errors and measurement precision of the FG system. During the test, the two intakes were positioned next to each other. The test was conducted for 62 h, from 1730 LST, July 22 (DOY 204) to 0700 LST, July 25 (DOY 207), 2012. Results indicate very small bias errors (Table 1, Figure 4). The differences were calculated as the mixing ratio at the intake designated for the lower measurement height minus that for the upper measurement height. For H$_2$O, the standard deviation of the 30 min concentration difference was 0.0020 %v (20 ppm) (Table 1), which was four orders of magnitude smaller than the mean mixing ratio. Similarly, the standard deviation of the CO$_2$ and CH$_4$ concentration differences was four orders of magnitude smaller than their mean mixing ratios. Frequency distributions (Figure 4) indicate that 90% of the zero-gradient observations fell in the range of $-0.0033$–$0.0033$ %v for H$_2$O, $-0.09$–$0.05$ ppm for CO$_2$, and $-0.5$–$0.7$ ppb for CH$_4$.

Latent heat flux ($LE$), CO$_2$ flux ($F_i$), and CH$_4$ flux ($F_m$), calculated using data from the zero-gradient test, were very small in magnitude. The mean values ($\pm$1 standard deviation) of $LE$, $F_i$, and $F_m$ were $-0.05$ ($\pm 4.8$) W m$^{-2}$, $-0.008$ ($\pm 0.010$) mg m$^{-2}$ s$^{-1}$, and $0.016$ ($\pm 0.029$) $\mu$g m$^{-2}$ s$^{-1}$, respectively. Frequency distributions (Figure 4) indicate that 90% of the zero-gradient flux observations fell in the range of $-7.5$–$7.5$ W m$^{-2}$ for $LE$, $-0.021$–$0.010$ mg m$^{-2}$ s$^{-1}$ for $F_i$, and $-0.030$–
0.060 μg m$^{-2}$ s$^{-1}$ for $F_{\text{nr}}$. During the zero-gradient test, the mean value and standard deviation of $K$ were 0.31 m² s$^{-1}$ and 0.04 m² s$^{-1}$, respectively, with a range of 0.22–0.46 m² s$^{-1}$.

The standard deviations of the concentration difference and flux of the zero-gradient test are a measure of the precision of the sampling system and the analyzer. The precisions of this study compare favorably with other published results. A detection limit of 0.026 μg CH$_4$ m$^{-2}$ s$^{-1}$ has been reported for a closed-chamber method (0.15 m diameter, 0.30 m head space length, 30 min sampling time interval, 120 min for one chamber-covering period) and 0.60–7.08 μg CH$_4$ m$^{-2}$ s$^{-1}$ for a Bowen-ratio/energy balance method. The detection limit of concentration differences of the tunable diode laser used by Simpson et al. was 0.2 ppb. In the Meyers et al. study, the CO$_2$ and H$_2$O fluxes at lake–air interface were measured with a FG method, and the mean bias and standard deviation of CO$_2$ and H$_2$O differences were $-0.033 \pm 0.026$ ppm and $-1.1 \times 10^{-4} \pm 3.2 \times 10^{-4}$ %v, respectively, in their zero-gradient test. The precision of the CH$_4$ gradient measurement with on-line gas chromatography is 4 ppb. In a study of the CH$_4$ flux using an EC system, the measurement uncertainty was 0.67 μg CH$_4$ m$^{-2}$ s$^{-1}$. The automatic CH$_4$ chamber described by Duc et al. had a detection limit of 0.053 μg CH$_4$ m$^{-2}$ s$^{-1}$. The ability to resolve very small CH$_4$ flux is a major advantage of the FG system for application over water surfaces.

**Comparison of Water Vapor Vertical Gradient.** The water vapor difference (lower height minus upper height) measurement of the WS-CRDS analyzer agreed well with that of the vapor isotope analyzer, with a geometric mean regression slope of 0.983 ($r = 0.95$, $p < 0.001$; Supporting Information). The bias (WS-CRDS minus isotope analyzer) ranged from $-0.054$ to $-0.056$ %v, with a mean bias value of 0.0002 %v and a standard deviation of 0.012 %v. These bias values are slightly bigger than those of the zero-gradient test.

All the sampling components upstream of the isotope vapor analyzer, including its inlets, inlet filters, sampling tubes, buffer volumes, and manifold, were heated to a temperature 5–10 °C above the ambient to avoid condensation and tube wall effects. The sampling lines of the WS-CRDS analyzer on the other hand were not heated. The comparison of the two water vapor analyzers (Supporting Information) shows that lack of heating did not degrade the water vapor gradient measurement for flux determination. They also confirm that the WS-CRDS analyzer’s calibration was quite stable.

**Comparison of the Aerodynamic and MBR Methods.** One source of uncertainty of the FG method is related to the $K$ parametrization. The stability function (eq 3) is not well behaved if air is either very stable ($\zeta > 0.5$) or very unstable ($\zeta < -1$). Additionally, this stability function was measured at a distance of 100 m away from the gradient measurement location (Figure 1). To evaluate the FG performance, we compared the CO$_2$ and CH$_4$ fluxes using the aerodynamic formulation and those derived from the MBR method and found very good agreement (Supporting Information). The index of agreement and coefficient of determination ($R^2$) were 0.81 and 0.49 for CO$_2$ and 0.85 and 0.55 for CH$_4$, respectively. The mean difference was $-0.006$ mg m$^{-2}$ s$^{-1}$ and $0.005$ μg m$^{-2}$ s$^{-1}$, and the root mean squares error (RMSE) was 0.05 mg m$^{-2}$ s$^{-1}$ and 0.11 μg m$^{-2}$ s$^{-1}$ for CO$_2$ and CH$_4$, respectively. The few outliers that deviate from the 1:1 line occurred when the water vapor flux was nearly zero. The results indicate that the 100-m horizontal separation between the EC and FG systems had a minor impact on the FG measurement accuracy. During our experiment, $\zeta$ rarely fell outside the range of $-0.2$–0.2, and the good agreement supports the application of the $K$ parametrization (eq 3), which has been established from experimental studies in the terrestrial environment, in lake–air exchange studies.

**Sensitivity of the Eddy Covariance Analyzer.** To ensure that the EC–FG comparison was not biased by the EC analyzer’s calibration errors, we used a postfield method to correct the LI-7500 analyzer sensitivity or the instrument gain factor against the WS-CRDS measurement. The 30 min mean water vapor and CO$_2$ mixing ratios measured by the IRGA were compared with the WS-CRDS measurements in a geometric mean regression. The regression yielded a slope (IRGA versus WS-CRDS) of 1.043 and 0.910 for water vapor and CO$_2$ mixing ratios, respectively, which indicates that the IRGA sensitivity had a high bias for water vapor and a low bias for CO$_2$. In the following, the fluxes represent the online EC fluxes multiplied by these correction factors.

### 3.2. Water Vapor Exchange

The FG and EC LE measurements were in good agreement (Figure 5a). The geometric linear regression result is $y = 0.94(\pm0.03)x - 2.33(\pm2.13)$ ($R^2 = 0.56$, $n = 1598$), where $y$ is the FG flux; $x$ is the EC flux; and the uncertainty ranges on the regression coefficients indicate the 95% confidence bound. The mean difference (ME, FG minus EC) was $-6.5$ W m$^{-2}$, with a RMSE value of 36.3 W m$^{-2}$. The relative bias error (ME divided by the mean flux) was $-9\%$. The index of agreement was 0.86. The frequency distribution (Figure 6a) indicates that 97% of LE measured by the FG method was higher than the detection limit obtained from the zero-gradient test ($4.8$ W m$^{-2}$). These results show that the FG system was precise enough for the water vapor exchange measurement.

### 3.3. CO$_2$ Flux

The EC measurement varied over a broader range than did the FG measurement, with more positive data points (Figure 6b). The mean difference (FG flux minus EC flux) is $-0.030$ mg m$^{-2}$ s$^{-1}$, and the RMSE value is 0.087 mg m$^{-2}$ s$^{-1}$. According to the flux frequency distribution (Figure...
temperature fluctuation within the sampling cell is small, and the air samples from the two inlets were brought to a common temperature. The density effect due to water vapor was dealt with numerically by an empirical function imbedded in the analyzer’s data processing firmware. This correction procedure has been thoroughly tested by the manufacturer up to a water vapor concentration of 1 %v. The water vapor mixing ratio was often higher than 1 %v during this experiment. Rella et al.⁴⁰ made parallel measurements of CO₂ with the online numerical correction and with cryogenic removal of water vapor using two analyzers of the same type as in this study. Their results can be used to obtain some sense of how the FG flux may have been affected by the residual density effect outside the 1 %v humidity threshold. Over the humidity range of 0.8−1.8 %v, their observed difference shows a slight humidity dependence, at a rate of 0.062 ppm of CO₂ per %H₂O. At a typical water vapor mixing ratio difference of 0.1 %v (Figure 3), the residual density correction error is on the order of 0.006 ppm for the CO₂ difference, which is an order of magnitude lower than the standard deviation of the zero-gradient test (Table 1) and corresponds to a negligibly small CO₂ flux error of 0.0012 mg m⁻² s⁻¹. The negligible density effects on the FG flux are a major advantage of the closed-path FG method over the open-path EC method. Readers are reminded that the comparison could be different if a closed-path EC instrument was employed instead.

### 3.4. CH₄ Flux

The FG measurement indicates that the lake was a CH₄ source, while the negative fluxes were associated with experimental uncertainties (Figure 6c). About 80% of the data were positive, and 71% of the positive data were higher in magnitude than one standard deviation of the zero-gradient test (0.029 µg m⁻² s⁻¹). Although negative fluxes have been reported for other lake systems,⁵⁵ in the present study, these fluxes were more likely caused by random measurement errors than indicative of CH₄ consumption. These negative fluxes usually occurred in transitional periods when wind direction changed rapidly from bad fetch to good fetch, which resulted in significant time trend of CH₄ concentration within the half-hourly observations. Because of the sequential sampling scheme used, some of the time trend would cause large biases to the gradient measurement.

The study of Rella et al.⁴⁰ suggests that the analyzer’s in situ water vapor density correction is adequate for the FG application. They show that after the correction, the residual error of the corrected CH₄ mixing ratio has a very weak dependence on the ambient humidity (0.47 ppb per % H₂O). At the typical H₂O mixing ratio difference of 0.2 %v (Figure 3), the residual water vapor density error (0.094 ppb) is an order of magnitude smaller than the measurement precision of the FG method (Table 1).

The lake–air CH₄ flux is dependent largely on the C availability of the lake substrate and on the mixing status of the lake water.¹⁶ The CH₄ flux ranges from 0.002−0.017 µg CH₄ m⁻² s⁻¹ in the mesohumic Lake Pääjärvi.⁵⁸ Having large amounts of submerged biomass, a boreal beaver pond is a CH₄ source with a seasonal mean flux of 1.3 µg m⁻² s⁻¹. Hydropower reservoirs can have much higher fluxes than natural lakes due to more submerged dead biomass and particle organic matter input to the sediment. A Swiss hydropower reservoir²¹ releases CH₄ at flux intensities of 5.0−10.0 µg CH₄ m⁻² s⁻¹. Big CH₄ flux (up to 15 µg m⁻² s⁻¹) events have been observed in Lake Rotsee during lake turnover.⁵ The FG system

---

6b), 69% of the FG observations had ² greater magnitude higher than one standard deviation of the ² measurement during the zero-gradient test (0.010 mg m⁻² s⁻¹). The FG system seemed to have adequate precision for the CO₂ flux measurement at this eutrophic lake. For reference, lake CO₂ emission ranges from −0.051−0.344 mg m⁻² s⁻¹ among the lakes in the world, and roughly 50% of the lakes have mean fluxes that exceed one standard deviation of the zero-gradient test (Table S3, Supporting Information).

The CO₂ flux comparison shows much more scatter than does the latent heat flux comparison, which underscores the difficulty in measuring the CO₂ flux in the lake environment. The R² values are 0.00007 (p > 0.10) and 0.56 (p < 0.001) for the CO₂ and the latent heat flux, respectively. Uncertainty in the density correction is believed to be a major source of the scatter. A random error of 10 W m⁻² in the sensible heat flux, which is typical of EC measurements, would result in an error of 0.040 mg m⁻² s⁻¹ to the CO₂ WPL density correction term; this error is comparable in magnitude to the mean EC error (0.020 mg m⁻² s⁻¹). Additionally, open-path EC is susceptible to the problem of self-heating arising from artificial density fluctuations caused by the heat generated by the EC analyzer. At present, no satisfactory postmeasurement method exists to correct the problem.

The FG system used a closed-path analyzer that does not need correction for the density effect arising from sensible heat flux and from different inlet temperature because the

---

**Figure 6.** Frequency distribution of the latent heat flux (LE), CO₂ flux (²), and CH₄ flux (³) measured with the FG method (white columns), and ² measured with the EC system (gray column).
described here has adequate precision to measure the flux in most of these situations.

In highly eutrophic lakes, organic carbon can come from river runoff and in situ primary production associated with phytoplankton growth. It is reasonable to hypothesize that these two large sources may support strong CH4 emission to the atmosphere; however, the results of this study do not support such a viewpoint, as shown in Figure 7 where the data of this study are compared with those found in the literature. In this study, the mean flux is 0.056 μg CH4 m⁻² s⁻¹ (1.8 g CH4 m⁻² year⁻¹) and is very close to the median value (1.6 g CH4 m⁻² year⁻¹) of the 86 lake studies reviewed by Bastviken et al. and Ortiz-Llorente.

In the temperature range >15 °C, the present study indicates lower emission flux than those found for other eutrophic lakes. For clarity, our data are bin-averaged according to water temperature. Some of this difference may be caused by different methodologies used. Of the eight eutrophic lake studies included in this comparison, six used the floating chamber method for flux determination. For example, using the floating chamber method, Wang et al. reported a much larger annual mean flux of 74.7 g CH4 m⁻² yr⁻¹ for the same measurement location in Lake Taihu.
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**Figure 7.** Relationship between Fm and water temperature (Tw). Gray dots, eutrophic water bodies; red squares, oligotrophic water bodies; green triangles, mesotrophic water bodies; solid line, a hydropower reservoir; dashed line, a eutrophic lake; blue dots, this study, with one standard error indicated; thin solid line, the detection limit of the FG system (0.029 μg m⁻² s⁻¹); box plot, the minimum, 25th percentile, median, 75th percentile, and maximum value of the lake data found in the literature. Sources of the literature data are given in the Supporting Information.


