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ABSTRACT

Performance evaluation of an integrated eddy covariance (EC) instrument called the IRGASON, with a

separated EC for reference, was conducted in a desert riparian Populus euphratica stand in the lower Tarim

River basin in northwestern China. The separated EC consisted of an open-path gas analyzer and a sonic

anemometer separated by 20 cm. The IRGASON integrates an open-path gas analyzer and a sonic ane-

mometer into the same sensing volume, thus eliminating sensor separation in comparison to the traditional

open-path EC setup. Integrating the infrared gas analyzer’s sensing head into the sensing volume of the sonic

anemometer had negligible effects on wind speed and friction velocity observations of the IRGASON.

Physiologically unreasonable daytime CO2 uptake was observed by both systems during the cold winter

season (mean air temperature of26.78C), when the trees were dormant without any photosynthetic activities.

The mean midday CO2 flux was 21.65 and 21.61mmolm22 s21 for the IRGASON and the separated EC

setup, respectively. No evidence was found for sensor self-heating as the cause of the apparent uptake CO2

flux. Instead, the uptakeCO2 flux appeared to be an artifact of the spectroscopic effect of the IRGASON’s gas

analyzer. After adjusting for this spectroscopic effect using a relationship with the sensible heat flux, the

wintertime IRGASON CO2 flux became physiologically reasonable (mean value of 20.04mmolm22 s21).

1. Introduction

Since the 1990s, open-path eddy covariance (EC) has

been used to measure momentum, heat, water vapor,

and trace gas exchanges between the biosphere and the

atmosphere across a diverse range of climates and

ecotypes (Baldocchi 2014). The traditional open-path

EC system, consisting of an open-path infrared gas an-

alyzer (IRGA) and a separate sonic anemometer, suf-

fers from problems of spatial separation, temporal

asynchronicity, and sensor self-heating (Bogoev 2014).

Being separated by some distance from one another, the

two sensors do not measure the same small eddymotion,

and the resulting fluxes are systematically under-

estimated. Post–field frequency response corrections are

needed to compensate for the flux loss due to sensor

separation (Moore 1986). Temporal asynchronicity, or

variable time lag between vertical wind and the gas

density of interest, depends on wind speed and wind

direction. Open-path EC systems often register physio-

logically unreasonable CO2 uptake signals under con-

ditions where photosynthesis is not expected (Ham and
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Heilman 2003) or during the off-season in extremely

cold environments (Grelle and Burba 2007) (Table 1).

These erroneous results are thought to arise from dif-

ferences between ambient air temperature and tem-

perature of the measured air volume due to additional

heat generated by the instrument electronics or by the

loading of solar radiation on the sensor head (Burba

et al. 2008).

The sensor self-heating problem associated with sep-

arated open-path EC is known to reduce the estimate

accuracy of the net ecosystem CO2 exchange. The

problem is thought to arise from the Webb–Pearman–

Leuning (WPL) density correction algorithm of Webb

et al. (1980), which uses the sonic temperature fluctua-

tions measured outside the IRGA optical path. By

measuring temperature in the optical path with fine-wire

thermometers, Grelle and Burba (2007) found that the

traditional WPL correction using sonic-derived sensible

heat flux underestimatesCO2 efflux by 0.28mmolm22 s21

(66%) when external heating was applied to their

open-path IRGA (model LI-7500, LI-COR Inc.) during

the end of growing season. To address the issue, Burba

et al. (2008) proposed a theoretical calculation of the

additional sensible heat flux and developed a semi-

empirical model to correct self-heating during post–data

processing for LI-7500. However, no method exists for

self-heating correction that can be applied universally to

all types of IRGA configurations. Self-heating correc-

tion seems to improve the estimation of the carbon

budget of terrestrial ecosystems and to reduce the CO2

flux discrepancy between open-path and closed-path

EC systems (Grelle and Burba 2007; Burba et al. 2008;

Blanken et al. 2009; Järvi et al. 2009; Reverter et al.

2011; Järvi et al. 2012). But not all field data support the

practice of post–field self-heating correction. For a

temperate mountain grassland in Austria, self-heating

correction changes regression statistics only slightly

between open- and closed-path EC CO2 fluxes, even

when the data during low air temperature were selected

(Haslwanter et al. 2009). For a desert ecosystem, ap-

plying such correction results in a CO2 flux over-

estimation of 0.61mmolm22 s21 in comparison to a

closed-path EC, and changes the desert ecosystem to a

net CO2 release of 157 and 161 gCm22 yr21 for 2005

and 2006, respectively (Wohlfahrt et al. 2008). The good

CO2 flux agreement between open- and closed-path

analyzers without self-heating correction was observed

by Bowling et al. (2010). Therefore, there is still un-

certainty in the importance and necessity of self-heating

correction.

Another solution to the self-heating problem is to

integrate the IRGA optical path into the sonic ane-

mometer’s measuring volume. Given the uncertainties

related to post–field corrections, such a hardware so-

lution is very attractive. With the two sensors being

directly collocated, any self-heating temperature fluc-

tuations, generated either by the IRGA internal elec-

tronics or by solar radiation loading on the sensing head,

will be measured by sonic thermometry. The integrated

EC system should in principle produce a biologically

correct CO2 flux after the WPL correction. One such

integrated open-path EC system, called the IRGASON

(Campbell Scientific, Inc.), is now available commer-

cially. The IRGASON fully combines the IRGA with a

sonic anemometer into a single unit, simultaneously

measuring the CO2 and the H2O density, three-

dimensional wind speeds, and temperature in the same

air volume. Sensor self-heating is reduced through low

power consumption (5W at 258C), small diameter

(1.9 cm) of the sensing head, and aerodynamic housing

(Campbell Scientific, Inc. 2016). The electronic com-

ponents that consume power and generate heat are

confined in a small enclosure 3m away from the sensing

volume, further reducing the interference of artificial

heating on the measurement.

Besides the self-heating effect, open-path IRGAs

suffer from the spectroscopic effects (e.g., absorption

line broadening) that need to be corrected with obser-

vations of temperature, pressure, and diluent gas (e.g.,

H2O) concentration during flux calculation (Detto et al.

2011; McDermitt et al. 2011). A gas analyzer measures

the CO2 density in the atmosphere on the basis of in-

frared light absorption according to the Beer–Lambert

law (Welles and McDermitt 2005). The light intensity

attenuation in the optical path mainly depends on the

CO2 concentration. The CO2 absorption line shape (e.g.,

half-width) and population distribution (e.g., strength)

are affected by barometric pressure, air temperature,

and diluent gases mainly from the pressure (collision)

broadening mechanism in the atmosphere (Welles and

McDermitt 2005; LI-COR, Inc. 2010). These so-called

spectroscopic effects should be accounted for by mea-

suring barometric pressure, air temperature, and water

vapor concentration in the sensing path. With respect

to a closed-path gas analyzer, low-frequency tempera-

ture measurements are sufficient to account for such

spectroscopic effects. In the case of an open-path gas

analyzer, high-frequency temperature fluctuations in the

optical path must be measured to fully account for the

spectroscopic effect. Currently, single-path, dual-wave-

length, nondispersive infrared gas analyzers use a band

broadening coefficient or onboard slow-response air

temperature measurements to correct the spectroscopic

effect. The spectroscopic cross sensitivity arising from

direct absorption interference by water vapor and from

the pressure broadening effect is generally corrected by
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the manufacturer-determined coefficients (e.g., 1.15 for

LI-7500A). However, Edson et al. (2011) suggested that

these default correction coefficients are problematic for

evaluating extremely small CO2 flux and fluctuations in

low-flux conditions. Kondo et al. (2014) also showed that

the correction coefficient for the direct absorption in-

terference is not optimized to derive the accurate CO2

flux, and that the correction coefficient for the pressure

broadening causes CO2 flux overestimation in the same

direction as the water vapor flux. Inadequate spec-

troscopic correction by slow-response air temperature

measurement is hypothesized to partly contribute to the

ecologically unreasonable CO2 uptake phenomenon

with IRGASON (Bogoev et al. 2015). Bogoev et al.

(2015) found that the air temperature–related spectroscopic

effect can be corrected by using fast air temperature

(such as sonic temperature), resulting in much im-

proved agreement in the CO2 flux between an open-

and a closed-path EC system.

In this study, we report the results of a performance

evaluation of an IRGASON system in a desert envi-

ronment. The experiment was carried out in a Populus

euphratica stand in the lower TarimRiver basin between

the Taklimakan Desert and the Kuluk Desert during a

winter (from 16 December 2013 to 3 January 2014) and

an early spring (from 12 March to 13 April 2014). In the

first period, because the trees were dormant and the

temperature was low (mean air temperature of26.78C),
the natural CO2 flux should be negligibly small, pro-

viding an ideal situation for qualifying the self-heating

effect and the spectroscopic correction on the CO2 flux

measurement. Another objective of the present study is

to evaluate the quality of momentum and sensible heat

fluxes measured by the integrated system. It is possible

that the IRGA sensing head in the sonic measurement

volume may interfere with sonic velocity measurement.

Another potential drawback of such an integrated open-

path EC is that the quality of sensible heat flux mea-

surement may be compromised if IRGA’s self-heating is

indeed significant. To our best knowledge, this study is

the first one evaluating the performance of an integrated

open-path EC in a cold desert environment.

2. Material and methods

a. Study site

The field evaluation was conducted in a desert riparian

Populus euphratica stand (4082505900N, 8880103400E) in

the lower Tarim River basin, between the Taklimakan

Desert and the Kuluk Desert, in Xinjiang Province,

China (Fig. 1). The site is relatively flat and with an al-

titude of 844m. A distinctive feature of the study area is
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its cold arid desert (BWk) climate according to the

Köppen–Geiger climate classification (Peel et al. 2007).

According to meteorological records of the nearby

Ruoqiang weather station, the climatological (1981–

2010) annual precipitation was 37mm, which is much

less than the annual potential evapotranspiration

(2000mm; Chen et al. 2006). Precipitation generally

occurs from June to August, and is scarcely observed in

other months. The climatological annual mean air

temperature was 128C. The prevailing windwas from the

northeast and the northwest, with an average speed of

2.4m s21. For our field campaigns, the mean air tem-

perature was 26.78 and 14.18C in the winter and spring

experiments, respectively. The mean water vapor mix-

ing ratio was 2730 and 3390ppm in the winter and spring

experiments, respectively. The mean solar radiation was

91.1 and 195.0Wm22 in the winter and spring experi-

ments, respectively, with corresponding albedo values of

0.28 and 0.27. There was no precipitation during our

winter and spring field campaigns.

Populus euphratica was the only species in the study

area, which stretched along the Tarim River for about

1.5 km, with a width of about 500m. The average canopy

height was 10m and the canopy closure rate was 0.49.

The leaf area index was 0.57 in the peak growing season

(Yuan et al. 2015). The winter and early spring experi-

mental periods of this study occurred in the dormant

season (from late October to lateMarch of the following

year) and in the flowering stage (from the end of March

to mid-April) of the Populus trees, respectively (Yang

and E 2000).

b. Instrumentation

We used two EC systems, a four-component net

radiometer, a standard micrometeorological system,

and sensors for measuring soil heat flux at this site

(Table 2). Both the separated (WindMaster Pro, Gill

Instruments Ltd.; and LI-7500A, LI-COR, Inc.) and the

integrated (IRGASON) EC systems measured the

three-dimensional wind speeds, sonic temperature, and

atmospheric H2O and CO2 concentrations at 10Hz.

Fluxes of momentum, sensible heat (H), latent heat (lE),

and CO2 (Fc) were calculated by block averaging from

the 10-Hz time series over 30-min intervals. The 30-min

average fluxes were recorded by SmartFlux (LI-COR

Inc.) and dataloggers (model CR3000, Campbell Sci-

entific, Inc.) for the separated and the integrated EC

system, respectively. Coordinate rotation was per-

formed according to the natural wind coordinate system

(Lee et al. 2005). Sonic temperature and the sensible

FIG. 1. (top left) Map showing the location of the desert riparian Populus euphratica stand (yellow pin) in the

lower Tarim River basin between the Taklimakan Desert and the Kuluk Desert. (bottom left and right) Photo-

graphs showing the instrument arrangement.
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heat flux of both EC systems were corrected for hu-

midity. WPL density corrections were applied to the

latent heat flux and the CO2 flux (Webb et al. 1980; Lee

and Massman 2011). Correction for angles of attack,

which is negligible for CSAT3 anemometers having

nearly identical transducer geometry as the IRGASON,

was conducted for theGill sonic anemometer (Nakai et al.

2014). No correction was applied to the Gill/LI-COR

system for sensor separation. The meteorological sign

convention is used throughout the paper, wherein pos-

itive fluxes indicate loss to the atmosphere and negative

fluxes indicate uptake by the ecosystem. The suite of

auxiliary variables were observed at 1Hz and also av-

eraged at 30-min intervals.

The field evaluation was conducted during two pe-

riods: a winter period from 16 December 2013 to 3 Jan-

uary 2014 and an early spring period from 12 March to

13 April 2014. The LI-7500A analyzer malfunctioned in

the spring period, so latent heat flux and CO2 flux were

compared only for the winter experiment. Comparison

of wind statistics, temperature, and sensible heat flux

was based on the data collected in both periods. The

chopper motor housing temperature was set to the de-

fault (308C) for LI-7500A to inhibit the accumulation of

dew and snow on the IRGA optical window.

c. Calibration

For the IRGASON, the factory calibration parame-

ters were used. They were checked after the field

comparison against a dewpoint generator (model

LI-610, LI-COR, Inc.; dewpoint set at 17.008C) and

standard CO2 gas (491.0 ppm, National Institute of

Metrology) on 27May 2014. The dewpoint temperature

and CO2 concentration observed by the IRGASON

were 16.868C and 497.4 ppm, respectively. For refer-

ence, the slope of the regression of the IRGASON

water vapor mixing ratio against the HMP155A water

vapor mixing ratio was 0.95 (60.03) during the same

period. The slight discrepancies were within acceptable

accuracy thresholds, and no additional post–field cor-

rection was made to the IRGASON latent heat flux and

CO2 flux.

The LI-7500A analyzer was calibrated in March 2013,

and no calibration was performed prior to the compari-

son experiment. To ensure a valid comparison, we

performed a post–field calibration of its water vapor and

CO2 measurement against the IRGSASON. A linear

regression was performed on the half-hourly water vapor

mixing ratio measured by LI-7500A against that mea-

sured by IRGASON from 16 to 24 December 2013 and

from 25 December 2013 to 3 January 2014, yielding a

regression slope of 1.42 (60.05) and 1.71 (60.06), re-

spectively. The parameter range of the regression slope

represents 95% confidence bounds. The larger-than-

unity slope indicates that the LI-7500A’s sensitivity was

biased high. For post–field calibration, the measured

water vapor flux was divided by the slope value to

correct the bias error. We performed a linear re-

gression of LI-7500A’s half-hourly CO2 mixing ratio

against the CO2 mixing ratio measured with the

IRGASON, obtaining a slope of 0.82 (60.03). The CO2

flux measured by LI-7500A was then divided by this

slope value.

The post–field calibration is not the best strategy for

instrument intercomparison, especially in view of the fact

that the calibration resulted in large relative adjustments

to the water vapor and CO2 fluxes with the separated EC

system. We did the calibration so that we could properly

compare the two EC systems, but we acknowledge that

our results were not meant to determine which EC sys-

tem was more accurate. We also note that these post–

field adjustments did not compromise our primary

TABLE 2. Summary of the instruments used in this experiment. TermH is sensible heat flux. Term lE is latent heat flux. Term Fc is CO2

flux. Term u* is friction velocity. Term rv is water vapor density. Terms u, y, and w are latitudinal, longitudinal, and vertical wind speed,

respectively. TermU is meanwind speed. TermsKY andK[ are downward and reflected solar radiation, respectively. TermsLY andL[ are

downward and upward longwave radiation, respectively. Term Rn is net radiation. PAR is photosynthesis active radiation. Terms Ta and

Ts are air temperature and sonic temperature, respectively. RH is relative humidity.

Instrument Sensor Height/depth (m) Variables Operation period

EC LI-7500A (LI-COR, Inc.) 1 WindMaster

Pro (Gill Instruments Ltd.)

15 H, lE, Fc, u*, Ts,

CO2, rv,

Jun 2013–10 Mar 2014

IRGASON (Campbell Scientific, Inc.) 15 u, y, w, U, wind

direction

16 Dec 2013–3 Jan 2014;

12 Mar 2014–13 Apr 2014

Radiation CNR4 (Kipp and Zonen B.V.) 14 KY, K[, LY, L[, Rn Jun 2013–now

PAR LITE (Kipp and Zonen B.V.) 14 PAR Jun 2013–now

Micrometeorology HMP155A (Vaisala Inc.) 11, 14 Ta, RH Jun 2013–now

SI-111 (Apogee Instruments, Inc.) 11 Surface temperature Jun 2013–now

TE525MM (Campbell Scientific, Inc.) 11 Precipitation Jun 2013–now

Soil Hukseflux HFP01 (Hukseflux Thermal

Sensors B.V.)

0.08, 0.2, 0.5 Soil heat flux Jun 2013–now
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objective—to assess the performance of the IRGASON—

and the associated conclusions.

d. Temperature-related spectroscopic effect

The CO2 density measured by the IRGASON is

proportional to the infrared light absorption A (di-

mensionless; Jamieson et al. 1963):

A5
N

(Dn)

ðn2
n1

 
12 exp

(
2

S
i
a
i
CL

p[(n2 n
0i
)2 1a2

i ]

)!
dn , (1)

where N (mm21) is the number of absorption lines in

the spectral intervalDn; n0 (mm
21) is the wavenumber of

the ith spectral line; C (molm23) is the density of the

absorber gas, L (m) is the optical pathlength, Si (di-

mensionless) and ai (cm
21) are the strength and Lor-

entzian half-width of the ith individual line, respectively.

Both the Si and ai are affected by ambient pressure

(P, Pa) and air temperature (T, K), where

S
i
5 f

1
(T,P) a

i
5 f

2
(T,P). (2)

These dependences are referred to as the spectroscopic

effect. The Lorentzian half-width at T and P can be

calculated from the Lorentzian half-width under stan-

dard atmospheric conditions (T0 5 273K, P0 5
101 325Pa)–(a0), where

a
i
(P,T)5a

0

P

P
0

�
T

0

T

�1/2

, (3)

Recently, Bogoev et al. (2015) found that the manu-

facturer’s firmware for correcting the spectroscopic ef-

fect of the IRGASON’s gas analyzer is incomplete.

Currently, a standard IRGASON uses air temperature

measured with a slow-response sensor to correct for the

effect. By switching to the fast-response temperature

measured by the sonic anemometer, they were able to

remove nearly all of the bias error compared to a closed-

path EC system. Their test result yielded the following

adjustment equation:

F 0
c 5F

c
1 0:014 257H2 0:066 828, (4)

where Fc and Fc
0 are the CO2 flux before and after the

post–field spectroscopic correction (mmolm22 s21), re-

spectively. The sensible heat fluxH is in watts per meters

squared. The coefficient of 0.014257 and20.066828 is in

mmolm22 s21 perWm22 andmmolm22 s21, respectively.

The theoretical foundation of Eq. (4) can be un-

derstood through a linear perturbation analysis in Eq.

(1). Let the tilde (~) denote a quantity obtained with the

slow-response temperature measurement. For example,

air temperature can be decomposed to T5 ~T1T 0. Us-

ing the Taylor expansion and omitting higher-order

terms, we obtain

a5 ~a1Da, ~a5a
o

P

P
o

�
T
o

~T

�1/2

, Da52
1

2
~a
T 0

~T
. (5)

Similarly, the light absorption can be decomposed into

the part determined with ~T and a perturbation part as

A5 ~A1DA. After some lengthy manipulation involving

the Taylor expansion of the function being integrated in

Eq. (1), we obtain

DA52 ~A
Da

~a
5 ~A

1

2

T 0

~T
, A5 ~A

�
11

1

2

T 0

~T

�
. (6)

This derivation has used the fact that the exponent in Eq.

(1) is much smaller than unity at ambient CO2 levels, and

that the perturbation wavenumber n – vo is much smaller

in magnitude than the Lorentzian half-width. Because

the CO2 densityC is in proportion to the line absorption,

we can write

C5 ~C

�
11

1

2

T 0

~T

�
, (7)

where ~C is the default output based on the slow tem-

perature measurement, and C is the signal based on the

fast temperature measurement. Multiplying Eq. (7) by

the fluctuating vertical velocity and performing Reynolds

averaging, we obtain an approximate expression for the

relationship between Fc
0 and Fc,

F 0
c ’F

c
1

1

2

1

rc
p

C

T
H , (8)

where r (kgm23) is air density and cp (1004 J kg
21K21)

is specific heat of air at constant pressure. In typical at-

mospheric conditions, the parameter group in front of

H (Wm22) is about 0.025mmolm22 s21 perWm22,

about twice the proportionality coefficient in Eq. (4).

The disparity may be contributed by two main factors.

First, Eq. (8) has omitted the line strength response to

temperature fluctuations, which occurs in the opposite

direction to the half-width. As temperature increases,

the line width will increase but the line strength will

decrease (Bogoev et al. 2015). Second, Eq. (8) assumes

that the slow temperature sensor has a time constant

comparable to the Reynolds averaging length, but in

reality it has a frequency response of 0.01–0.05Hz.

Nevertheless, Eq. (8) confirms that the correction term

is indeed proportional to the sensible heat flux. [The

intercept coefficient in Eq. (4) is not significantly dif-

ferent from zero.]
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3. Results and discussion

a. Wind statistics

To avoid the effects of flow distortion by the tower

structure (Horst et al. 2015, 2016), we restricted the

comparison of wind statistics with data collected within

thewind direction range of6908 from the negative x axis

of the IRGASON (08–1808 in the compass coordinate

system). About 50% of the observations satisfied this

wind screening criterion. As shown in Fig. 2, the

IRGASON-derived wind speed agreed well with that

from the Gill anemometer, showing a difference of less

than 1%. The friction velocity from the Gill was 7%

higher than the IRGASON value. The difference is

within the difference range (3%–15%) of other ane-

mometer intercomparison results (El-Madany et al.

2013) and is about twice the difference between a

CSAT3 and a Gill sonic anemometer found by Nakai

et al. (2014). The variances of wind speed and friction

velocity for the two EC systems are statistically the same

at the 1% significance level using the F test. The t test

shows that the means of two wind statistics are statisti-

cally the same at the 1% significance level.

Flow interference of the triangle-shaped tower

(Fig. 1) was a concern to us. The Monin–Obukhov

scaling relationships were employed to assess whether

the measurements suffered from interference by

the instrument structure, its mounting hardware, and the

tower. Here we compared the observations within the

valid wind direction range (08–1808) with the established

relationship between sw/u* and the Monin–Obukhov

stability parameter z in the literature (Garratt 1992;

Kaimal and Finnigan 1994),

s
w

u*
5 1:25(12 3z)1/3 z, 0

s
w

u*
5 1:25(11 0:2z) z. 0, (9)

where sw is the standard deviation of the vertical wind

speed, u* is the friction velocity, and z is the Monin–

Obukhov stability parameter. If dynamic flow in-

terference exists, then the observations would deviate

from Eq. (9) significantly. Figure 3 shows that the ob-

served pattern of sw/u* versus z agreed reasonably well

with the relationship described by Eq. (9) for both the

separated and integrated EC systems. The neutral sw/u*
value for the IRGASON (1.19 6 0.14) and Gill (1.18 6
0.09) was a little smaller than the standard neutral value

of 1.25. The results suggest that the interference of the

instrument structure and the tower was negligible in the

selected wind direction ranges.

The normalized power spectra of u, y, andwmeasured

by theGill and IRGASON followed the22/3 power law

in the inertial subrange (Fig. 4). They all were charac-

terized by a steeper slope in the low- and high-frequency

ends than themodel spectra proposed byMoore (1986).

As compared to the Gill anemometer, lower spectra of

w were observed by the IRGASON in the high-

frequency range. The normalized u–w cospectrum

measured by the two sensors obeyed the 24/3 power

law in the inertial subrange. The u–w cospectrum for

FIG. 2. Comparison between half-hourly (a) wind speed U and (b) friction velocity u* observed with the Gill

sonic anemometer and the IRGASONwithin the wind direction range of 08–1808 in the compass coordinate system.

Solid line represents geometric mean regression with regression statistics noted. The parameter range of the re-

gression statistics represents 95% confidence bounds. The number of observations (N), the index of agreement (I ),

and the root-mean-square error (RMSE) are also indicated.
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the two sensors showed more scatter than the wind

components’ spectra did (Fig. 4).

Ideally, the long-term mean vertical velocity should be

zero if the anemometer is aligned with the mean flow

streamline over the local terrain (Baldocchi et al. 2000). If

the anemometer is tilted slightly, in the absence of flow

interference, then the ratio of the half-hourly mean ver-

tical velocity to the horizontal velocity measured in the

instrument coordinate should be a sinusoidal function of

wind direction. Figure 5 shows that the Gill deviated from

the expected behavior in the wind direction range from

2108 to 2708 because of the shadowing effect of the tower.
Outside of the shadowing range, the velocity ratio was

persistently positive rather than oscillating around zero

on a sinusoidal curve, suggesting a small offset in the

measured mean vertical velocity. The tower shadowing

effect was less severe on the IRGASON. In the winter

experiment, the IRGAON was leveled nearly perfectly,

and the half-hourly velocity ratio basically fluctuated

around the zero value. In the spring period, it was tilted at

about 58, resulting in a clear sinusoidal dependence on

wind direction. There is no evidence of interference from

the IRGA’s sensing head integrated in the IRGASON.At

this site, the majority of observations occurred with wind

from the northeast (08–808) to northwest (3008 –3608). In
these quadrants, tower interference was negligible.

b. Temperature and sensible heat flux

Given the arid environment, sonic temperature is

expected to be very close to air temperature. The mean

water vapor mixing ratio was 2730ppm in the winter

experiment and 3390ppm in the spring experiment. The

IRGASON sonic temperature showed excellent agree-

ment with the air temperature measured with the

HMP155A sensor (Fig. 6), with a linear regression slope

of 0.98 6 0.00. The Gill sonic temperature was higher

than the air temperature during noontime and lower at

midnight in the winter experiment. Using all the data,

the linear regression of the Gill temperature against the

air temperature resulted in a slope value of 1.09 6 0.01.

A large scatter is evident below the freezing point.

Wauben and van Krimpen (2008) also reported large

temperature deviations for a Gill WindMaster Pro unit

in a climate chamber test. The nonlinear response ofGill

sonic temperature to ambient temperature is also

documented by Loescher et al. (2005), especially at low

operating temperatures (Richiardone et al. 2012).

Figure 7 compares the sensible heat flux measured

with the two EC systems. Consistent with the higher

sonic temperature sensitivity displayed by the Gill ane-

mometer, the sensible heat flux from the Gill was about

10% higher than that determined by the IRGASON.

The mean bias (IRGASON minus Gill) was 22.8 6
18.5Wm22 (mean 6 one standard deviation). If we re-

moved the sensitivity difference by dividing the sensible

heat flux by the respective slope value of the temperature

regression (Fig. 6), then the mean bias was reduced to

0.4 6 15.6Wm22. The comparison shown in Fig. 7 was

madewithout wind direction screening.Wind directional

screening did not improve the comparison (Fig. S2).

The regression statistics for the sensible heat flux

changed only slightly when the data obtained above 08C

FIG. 3. Variation in sw/u*with the Monin–Obukhov stability parameter z. Small gray dots

denote 30-min observations, and large black dots denote bin-averaged observations (bin width

of 0.1). The plot was made for data collected within the wind direction range of 08–1808 in
the compass coordinate system. The black lines represent the published relationship between

sw/u* and z (Garratt 1992; Kaimal and Finnigan 1994). Error bars are one standard deviation

of sw/u* for each bin.
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air temperature were selected. Even though its perfor-

mance was poor with regard to the mean temperature

measurement, the Gill anemometer/thermometer was

able to observe the sensible heat flux reasonably well

below the freezing point, in agreement with the study of

Loescher et al. (2005).

c. CO2 flux

Figure 8 shows the time series of the WPL-corrected

CO2 flux measured by the IRGASON and the corre-

sponding air temperature. The time series for the sepa-

ratedEC is given in the online supplement (Fig. S3). Valid

data were obtained for about 90% of the observations. In

the winter period, the IRGASON CO2 flux showed

obvious diurnal patterns with apparent sinks during the

daytime. The observed CO2 flux varied between 27 and

4mmolm22 s21. The midday [1100–1300 local time (LT)]

mean flux was 21.65mmolm22 s21 (Fig. 9).

Under the arid conditions in the study area, the density

effect associated with temperature fluctuations domi-

nated the WPL correction (Fig. 9). For the IRGASON,

the temperature WPL correction term was between

23.57 and 11.21mmolm22 s21, corresponding to a

sensible heat flux of 271.9 to 230.7Wm22. The water

vapor WPL correction term varied from 20.09 to

0.28mmolm22 s21, corresponding to a latent heat flux

variation from 212.4 and 36.3Wm22. Correction for

ambient pressure fluctuations was negligibly small

FIG. 4. Ensemble averaged normalized power spectra of (a) the latitudinal wind speed u, (b) the longitudinal

wind speed y, (c) the vertical wind speed w, and (d) the u–w cospectrum for Gill (solid circle) and IRGASON

(hollow triangle).Half-hour data from 1000 to 1300 LT over thewinter experiment (from 16Dec 2013 to 3 Jan 2014)

were used. The spectra and cospectrum models of Moore (1986) are shown as the solid gray line. The normalized

surface layer frequency f 5 n (z 2 d)/U is used for the x axis, where n (Hz) is the natural frequency, z (m) is the

measurement height, d (m) is the zero-plane displacement, and U (m s21) is the mean wind speed.
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(0.007mmolm22 s21) according to the parameteriza-

tion proposed by Zhang et al. (2011).

The CO2 flux measured with the separated EC

showed similar behaviors to the IRGASON flux

(Figs. S3–S5). The CO2 flux comparison between the

two systems showed much more relative scatter than did

the sensible heat (Fig. 7) and latent heat flux comparison

(Fig. S6), which underscores the difficulty in measuring

the CO2 flux in the cold desert environment. Un-

certainty in the WPL density correction is believed to

be a major source of the scatter. A typical measurement

noise of 10Wm22 in the sensible heat flux would cause

an error of 0.91mmolm22 s21 to the temperature WPL

correction term, which is about half of the CO2 flux

observed at vegetated sites in the off-season (Table 1).

The mean difference in the CO2 flux (IRGASONminus

separated EC) was 0.03 6 1.40mmolm22 s21 for the

whole winter period.

In the early spring period, the IRGASON CO2 flux

showed a similar diurnal pattern but with larger midday

uptakes than the winter results. The observed CO2 flux

varied between 211.23 and 4.41mmolm22 s21. But for

day of year (DOY) 78 and DOY 98, the IRGASON

observed almost all-day CO2 efflux. The temperature

WPL correction term was between 23.67 and

19.71mmolm22 s21, corresponding to the sensible heat

flux from 291.4 to 496.1Wm22. The water vapor WPL

correction term varied from20.14 to 0.29mmolm22 s21,

corresponding to the latent heat flux variation

from 219.4 and 35.2Wm22.

Our winter CO2 fluxes are comparable to those re-

ported in the literature for the off-season or winter

periods by open-path EC systems (Table 1). The mean

CO2 flux in the winter experiment was20.25mmolm22 s21

(20.26 g C m22 day21) and 20.22 mmol m22 s21

(20.23 gCm22 day21) for the separated EC system and

the IRGASON, respectively. The CO2 flux magnitude

observed here was comparable to those reported for the

MojaveDesert during winter seasons (20.3gCm22day21;

Wohlfahrt et al. 2008). The 19-day cumulative carbon flux

of the winter experiment was 24.39 and 23.84gCm22

FIG. 6. Relationship between sonic temperature (Ts) and air

temperature (Ta). Solid line represents geometric mean regression

(GMR) with regression statistics noted. The parameter range of

the regression statistics represents 95% confidence bounds. The

number of observations (N), the index of agreement (I,) and the

root-mean-square error (RMSE) are also indicated.

FIG. 5. The relation between the ratio of the half-hourly mean vertical wind speed (w) to

mean wind speed (U) and wind direction. The shaded range indicates wind directions influ-

enced by the tower structure, and double arrows indicate the desirable wind direction range for

the IRGASON. Black dots denote winter experiment and red dots denote spring experiment.
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according to the separated EC and the IRGASON,

respectively.

d. Sensor self-heating versus the spectroscopic effect

The observed negative flux in the winter cannot be bi-

ological because the trees were dormant without any

leaves to support photosynthesis activity. Chemical re-

actions in arid soils can potentially serve as a sink of at-

mospheric carbon dioxide (Stone 2008).However, a recent

chamber study indicates that the flux associated with

soil chemical sinks is on the order of20.2mmolm22 s21

(Ma et al. 2013), which is an order of magnitude too

small to explain our midday negative flux. We conclude

that the negative CO2 flux was mostly likely a mea-

surement artifact.

We can also rule out sensor self-heating as the cause of

the apparent negative CO2 flux. Our reasoning is sup-

ported by four lines of evidence. First, because the

IRGA and the sonic anemometer/thermometer of the

IRGASON sensed the same air volume, any artificial

temperature fluctuations should have been detected

in situ and corrected by the post–field WPL procedure.

Second, self-heating effects should have beenmore severe

on the CO2 flux measured by the separated EC system,

and yet the two systems registered nearly identical nega-

tive CO2 flux at midday (around 21.6mmolm22 s21).

Third, an additional artificial heat flux of 31Wm22

would be needed to correct the midday CO2 flux

from21.6mmolm22 s21 to zero value. The artificial heat

flux would have been detected by the IRGASON but

not by the separated EC system. However, the mean

heat flux bias between the two systems (0.4Wm22) is

too small to accommodate this artificial flux. Fourth, the

internal heating of the IRGASONwas out of phase with

the observed diurnal flux pattern. A small amount of

heat (around 1.0W) was applied at midnight to the

IRGA’s sensing window to eliminate the possibility of

condensation. Heating was triggered when the air tem-

perature fell below 218C. If the heating were a signifi-

cant source of temperature fluctuations in the IRGA’s

optical path, then an artificial negative CO2 flux would

have occurred at midnight instead of midday.

After applying the empirical correction for the spec-

troscopic effect [Eq. (4)], the IRGASON CO2 flux

FIG. 7. Relationship between sensible heat flux (H) with the Gill

and the IRGASON. Solid line represents GMR with regression

statistics noted. The parameter range of the regression statistics

represents 95% confidence bounds. The number of observations

(N), the index of agreement (I ) and the root-mean-square error

(RMSE) are also indicated. Regressions were conducted with the

whole dataset (blue line) and data above the freezing point (red

crosses and red line).

FIG. 8. Time series of the CO2 flux measured with the IRGASON before (Fc) and after (Fc
0)

the post–field spectroscopic correction, as well as air temperature (Ta) during the two

experiments.
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became much closer to zero for both the time series

(Fig. 8) and the diurnal composite (Fig. 9) of the winter

experiment, resulting in a mean and cumulative CO2 flux

of 20.04mmolm22 s21 and 20.77 gCm22, respectively.

The half-hourly IRGASON CO2 flux after the post–

field spectroscopic correction (24.93 to 3.80mmolm22 s21)

was more centralized around zero than that without the

correction (26.96 to 4.23mmolm22 s21). The distribution

of the CO2 flux after the spectroscopic correction was

a typical normal distribution with 92% observations

within the randomflux error range (21 to 1mmolm22 s21)

associated with the WPL density correction, which is 6%

greater than those without the correction (Fig. 10).

For the spring experiment, the CO2 uptake became

much weaker after the spectroscopic correction. With

only the WPL correction, the midday IRGASON CO2

flux fluctuated around 25mmolm22 s21 (Fig. 9). With

the additional spectroscopic correction, the midday

IRGASONCO2 flux was near zero at the beginning and

became slightly negative at the end of the experiment

(Fig. 8). The diurnal composite flux did not show an

obvious pattern after the spectroscopic correction. The

FIG. 9. Diurnal composition of the density correction for Fc averaged over the (a) winter and (b) spring ex-

periments: the raw CO2 flux (Fc-raw), temperature WPL correction (Fc-wpl-H), water vapor WPL correction

(Fc-wpl-H2O, multiplied by 10), CO2 flux after the WPL density correction (Fc), and the CO2 flux after the

spectroscopic correction (Fc
0).

FIG. 10. Frequency distribution of the wintertime IRGASON CO2 flux (a) before (Fc) and

(b) after (Fc
0) the spectroscopic correction. The solid lines are the cumulative frequency

distribution.
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mean CO2 flux was 0.13 and 20.61mmolm22 s21 with

and without the spectroscopic correction, respectively.

Overall, the CO2 flux corrected according to Eq. (4)

seems more reasonable for this spare Populus euphratica

stand at the early flowering stage.

Our results are consistent with that found during an

intercomparison between an IRGASON and a closed-

path EC conducted in Logan, Utah (Bogoev et al. 2015).

The post–field adjustment method for the spectroscopic

effect, relating the CO2 flux bias to the sensible heat

flux, appears applicable among analyzers from one

manufacturer (Helbig et al. 2015), but its generality

needs to be further validated across diverse ecosystems,

EC setups, and sensor configurations. We caution that

the adjustment algorithm as a function of sensible heat

flux may have bias and uncertainty associated with the

bias and uncertainty of closed-path EC fluxes. Although

LI-7500A is not as sensitive to the spectroscopic effect

as a laser-based analyzer (e.g., LI-7700, LI-COR Inc.)

because of its wide absorption band, the spectroscopic

effect correction via manufacturer-determined co-

efficients may be still inadequate (Edson et al. 2011;

Kondo et al. 2014). We speculate that inadequate cor-

rection for the spectroscopic effect may partially con-

tribute to artificial CO2 uptake by the open-path EC

system, especially in low-CO2 flux conditions.

4. Conclusions

We set out to test two hypothesized causes, sensor self-

heating and a spectroscopic effect, of negative CO2 fluxes

frequently observed in cold seasons when plant photo-

synthetic uptake is not expected. The IRGASON ob-

served negative CO2 fluxes in the daytime during the

winter experiment, with a mean midday flux of

21.65mmolm22 s21 despite the fact that the trees were

dormant without any sign of photosynthetic activities.

Our results support the spectroscopic effect as the more

possible cause of the abnormal uptake CO2 flux than

sensor self-heating. After applying an additional spec-

troscopic correction as a function of sensible heat flux, the

wintertime IRGASON CO2 flux became physiologically

reasonable (mean value of 20.04mmolm22 s21).

A simple linear analysis of the line absorption equa-

tion deployed by the IRGASON confirms that the post–

field spectroscopic correction is proportional to the

sensible heat flux. The actual correction formula was

established with a different IRGASON unit in a differ-

ent field experiment (Bogoev et al. 2015). That it was

able to remove the negative CO2 flux bias in the present

experiment suggests that the coefficient in the empirical

formula may be universal for this particular type of gas

analyzers.

The above-mentioned conclusions are independent of

the comparison of the two systems. A comparison of the

IRGASONagainst the separatedEC(Gill andLI-7500A)

reveals two additional points. First, the IRGASON

showed similar velocity power spectra and cospectrum to

the Gill sonic anemometer. And the integral statistics of

the two systems agreed reasonably well, and the discrep-

ancy was comparable to those documented in other

studies (e.g., Horst et al. 2016). The discrepancy of wind

speed was 1% and that of friction velocity was 7%. Sec-

ond, the separated EC also registered a smallmiddayCO2

flux in the winter (21.61mmolm22 s21). It is not clear

whether the same post–field spectroscopic correction

should be applied to this type of analyzers.
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